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Motivation
• Handcrafted loss functions are sub-optimal, e.g. CE loss, Focal loss[1], L1, IoU loss[2], GIoU loss[3]

Focal Loss[1] IoU loss[2]

• Directly search loss formulas from well-designed primitive operations, different from searching 
hyperparameters in fixed loss formula[4, 5]

• Better alignment with evaluation metric (e.g. GFocal loss[6]) 

• Good mathematical property and optimization behavior
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• Alignment with evaluation metric (e.g. AP) Well-designed Search Space

• Sparse action space (1 acceptable in 105)

• heavy evaluation time (around 30min for one loss function)

• Guarantee good mathematical property and optimization behavior

Key Challenges

Convergence-Simulation Modules
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Pipeline
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Search Space Design

n Input Nodes n Primitive Operators

Classification: prediction 𝑥, label 𝑦, IoU 𝑤
Regression: intersection 𝑖, union 𝑢, closure 𝑒

𝐶𝐸 𝑥, 𝑦 = −𝑑𝑜𝑡(𝑦, 𝑙𝑜𝑔 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 𝑥 )
𝐶𝐸𝐼 𝑥, 𝑦, 𝑤 = −𝑑𝑜𝑡(𝑤𝑦, 𝑙𝑜𝑔 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 𝑥 )

https://en.wikipedia.org/wiki/Sigmoid_function



INTRODUCTION METHOD EXPERIMENTS CONCLUSION

9

Convergence-Simulation Modules

n Convergence Property Verification
guarantee monotonicity and convergence

• Monotonicity
• Convergence

Classification Branch

Regression Branch
• Distance-loss consistency

n Model Optimization Simulation
guarantee training-friendliness and good performance

Simulate the 
optimization 
behavior of the loss 
candidates with 
#class images
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Search on COCO

n Faster R-CNN R50

n FCOS R50
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Search on COCO

l Across Architectures l Across Datasets
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Ablation Studies
n Individual Loss Contribution
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Ablation Studies

n Effectiveness of Convergence-Simulation Modules

n Effectiveness of Proposed Search Algorithm

Filter out 99% 
loss candidates!
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Conclusion

• Propose a convergence-simulation driven evolutionary search pipeline for loss function 
search on object detection

• Speed up the search process by 20x by regularizing the mathematical property and 
optimization quality

• Validate the effectiveness of our proposed search pipeline and the search losses on
various architectures and datasets
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